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**ABSTRACT**

Half of the world’s living population is at risk of malaria. WHO estimates the number of malaria deaths at 435,000 for 2018. Although almost completely eradicated in developed countries, malaria continues to devastate poorer areas of the world where lack of money for facilities and treatment allows it to kill with impunity. The current “gold standard” diagnosis procedure in developing nations is staining blood samples and manually using a microscope to identify potential parasites, resulting in an extremely slow diagnosis. Although alternatives exist, they are either too expensive or inaccurate to be effective on a large scale. This primitive method of diagnosis needs to be improved. The goal of this project is to take the first step in solving this problem by creating an algorithm that identifies malaria parasites in photographs of stained blood samples quickly and accurately. Regions of photos infected with malaria were given to the algorithm as training material to identify typical color patterns of the parasite. The algorithm then discovered similar color patterns in photos that it had not seen before and was judged based on how accurately it classified those photos. The Results seem to suggest that malaria diagnosis using machine learning algorithms is promising and should continue to be explored as a potential tool to eradicate malaria from the face of the earth.